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Introduction
Gastric disease is a major health problem, with gastric cancer ranking second among the 
leading causes of cancer-related deaths [1]. Gastroscopy is the main technical method 
used to diagnose and screen many gastric diseases, and is the gold standard. Gastros-
copy uses a thin, soft tube to extend into the stomach, enabling endoscopists to directly 
observe stomach lesions. It reflects the condition of the examined part and can confirm a 
diagnosis through pathological biopsies of suspicious lesions. It is the preferred method 
for examining gastric lesions.

However, endoscopists may make incorrect observations during gastroscopy due to 
fatigue caused by long working hours or inexperience. Several imaging modalities, such 
as narrow-band imaging (NBI), magnifying endoscopy (ME), autofluorescence imaging 
(AFI), and 3D imaging, have emerged. While these new technologies have improved the 
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diagnostic capabilities of gastroscopy, endoscopists should be trained on how to effec-
tively use them.

Therefore, a computer-aided diagnosis system has been developed to improve gas-
troscopy efficiency and quality in daily clinical practice, becoming a “third eye” for 
endoscopists. In recent years, deep learning technology has significantly improved the 
performance of computer-aided diagnosis systems due to continuous breakthroughs in 
algorithms, hardware performance, computing power, and the accumulation of several 
labelled endoscopic image datasets.

This review included relevant works published between 2018 and 2020 from the Pub-
Med and Web of Science databases. The keywords “endoscopy gastric artificial intelli-
gence”, “endoscopy gastric computer vision”, “endoscopy gastric convolutional neural 
network”, “endoscopy gastric deep learning”, “endoscopy stomach artificial intelligence”, 
“endoscopy stomach computer vision”, “endoscopy stomach convolutional neural net-
work” and “endoscopy stomach deep learning” were used. A total of 493 publications 
were identified from the database search, and 40 manuscripts were included in the final 
analysis after screening (as shown in Fig. 1). This review summarizes the on-site applica-
tion of deep learning during gastroscopy in recent years to provide technical guidance 
and a comprehensive perspective for physicians to understand what deep learning (DL) 
technology can do and how that role is achieved.

Fig. 1 Diagram of the screening process of publications included in the analysis of this review. Duplication 
means that the same record is retrieved using different keywords. Relation means that the record applies 
deep learning technology in gastroscopy image processing (excluding wireless capsule endoscopy)
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Some technical concepts, common networks, and algorithms used in developing a gas-
troscopy-assisted system are introduced in Chapter II. Details of the four main tasks of 
gastric image analysis using deep learning technology is presented, respectively. Chapter 
III summarizes existing deep learning applications for solving disease-related challenges 
in gastroscopy. With these technologies, endoscopists can identify, locate and diagnose 
lesions that appear in the viewshed of gastroscopy more accurately. Specifically, gastric 
diseases are classified into Helicobacter pylori, gastric cancer and other precancerous 
conditions, which are stated in “Helicobacter pylori”, “Gastric cancer” and “Precancerous 
conditions” sections, respectively. Then, Chapter IV presents the deep learning applica-
tions not directly related to diseases. They help endoscopists screen keyframes from the 
gastroscopic video stream and comprehensively inspect the entire surface of the oesoph-
agus and stomach. These DL models prevent endoscopists from ignoring lesions that do 
not appear in the viewshed of the gastroscope or misdiagnosing lesions in poor-quality 
frames. “Informatic frame screening”, “Anatomical classification”, “Artefact detection” 
and “Depth estimation and 3D reconstruction of the stomach” sections introduced the 
application of deep learning for informatic frame screening, anatomical classification, 
artefact detection and depth estimation in gastroscopy, respectively. Chapter V shows 
the analysed current publications in the research field and indicates the key issues to be 
addressed before the clinical application of the technology. Furthermore, future perspec-
tives for DL application in disease-related and nondisease-related gastroscopy as well 
as promising DL technologies and approaches are proposed. Finally, the development 
trend of DL-based assisted systems in real-time gastroscopy to provide on-site support 
is discussed.

Technical aspects of deep learning in gastroscopy
Deep learning is a state-of-the-art (SOTA) machine learning technique. Before deep 
learning, machine learning mainly used handcrafted features, where image patterns 
such as colour and texture were encoded in a mathematical description. A classifier was 
then used to analyse the features of each image category during a training process and 
to classify a new input image. A DL architecture has several hidden layers and can auto-
matically extract and identify numerous high-level, complex features that a traditional 
machine learning (ML) method cannot analyse.

Convolutional neural networks (CNNs) are the first and most commonly used 
deep neural networks for gastric image analysis. A CNN has a unique effect on image 
processing. Its structure includes convolutional layers, pooling layers, and fully con-
nected layers. CNN applications for gastric image analysis can be grouped into four 
main tasks based on the challenges endoscopists encounter in clinical practice: image 
classification, object detection, semantic segmentation, and instance segmentation. 
Figure  2 illustrates the difference among the four main tasks. Recently, recurrent 
neural networks (RNNs) and generative adversarial networks (GANs) have also been 
used to further improve the performance of CNN-based gastroscopic image process-
ing methods with regard to these clinical challenges. Unlike CNNs, RNNs efficiently 
process time-series data because they can remember historical information. By com-
bining the information from several adjacent oesophagogastroduodenoscopy (EGD) 
video frames, focusing on the time sequence of the input and the connection between 
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the previous and next frames, a better effect is achieved in gastroscopic image analy-
sis [2]. The internal memory structure of an RNN meets such a scenario. Gated recur-
rent unit networks (GRUs) [3] and long short-term memory (LSTM) networks [4] 
are commonly used RNN architectures based on practical performance. Generative 
adversarial networks (GANs) introduce the confrontation idea in deep learning. The 
discriminant model and the generative model are the two confrontation sides. The 
discriminant model accurately distinguishes real data from generated data, and the 
generative model generates new data that conform to the probability distribution of 
real data. A GAN can effectively generate new data similar to real data via the adver-
sarial training of the two neural networks. The function of GANs in gastroscopic 
image analysis mainly includes image data enhancement [5], image style transfer [6], 
and image restoration [7] due to the inadequate endoscopic data and poor-quality 
frames in EGD videos. Typical GAN algorithms include DCGANs [8], CGAN [9], 
and CycleGAN [10]. [11] lists the famous GANs. “Image classification task”, “Object 
detection task”, “Semantic segmentation task”, and “Instance segmentation task” sec-
tion provide a detailed introduction to the four main tasks of gastric image analysis 
using deep learning technology.

Image classification task

An image classification task determines the category of a given input image at the 
image level. It is a basic task in high-level image understanding and can be divided into 
binary- and multi-classification tasks. After multiple convolution-and-pooling opera-
tions via a CNN, an image is classified in the output layer following the requirements. 
The activation function of the output layer is the only difference between binary- and 
multi-classification tasks. An image classification task for gastric image analysis mainly 
includes determining whether a frame is an analysable information frame [12, 13] or 
contains a lesion [14–22], determining frame anatomical position [2, 12, 18, 23–25], and 
the classification of lesion features [19, 26–39]. Some classification networks with high 
performance in natural image classification, including AlexNet [40], VGG [41], Goog-
LeNet (Inception) series [42–45], ResNet [46], ResNeXt [47], DenseNet [48], SENet [49], 
SqueezeNet [50], and EfficientNet [51], can be used in EGD image classification.

Fig. 2 Illustration of the four main tasks of gastric image analysis using deep learning technology. A CNN 
is the most popular neural network that has already been applied to gastroscopic image analysis. Recently, 
RNNs and GANs have been used to enhance the performance of CNN-based gastroscopic image processing 
methods for the four main tasks
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Object detection task

Object detection detects all objects in an image, giving their location information using a 
bounding box and classifying each object. An object detection network uses a classifica-
tion network with a powerful feature extraction capability as its backbone. It achieves its 
goals by changing the output layer structure. An object detection task for gastroscopic 
images involves detecting, boxing, and classifying lesions [52–55] and artefacts [7, 56], 
and the anatomical structure of the stomach [13]. Two-stage algorithms using candi-
date regions such as RCNN [57], SPP-Net [58], fast RCNN [59], and faster RCNN [60] 
and one-stage algorithms based on regression such as YOLO series [61–65], SSD [66], 
CornerNet [67], ExtremeNet [68] and CenterNet [69] are the two main object detection 
algorithms. While some classic object detection networks have achieved good results in 
gastroscopic image analysis, some SOTA algorithms, such as EfficientDet [70] and Cen-
tripetalNet [71], with higher performance and less calculation time, should be consid-
ered because a DL model will finally be used for clinical real-time videos.

Semantic segmentation task

Semantic segmentation is a more fine-grained task than object detection that deter-
mines each pixel class of an entire image. It classifies an image pixel-by-pixel. The height 
and width of the output are the same as those of the input image. The number of chan-
nels equals the number of categories, representing each spatial location category (pixel-
by-pixel classification). It mainly segments a lesion [35, 39, 72, 73] and the artefact [56] 
boundary and estimates the depth of endoscopic images and 3D reconstruction of the 
stomach [74] in gastroscopic image analysis. Several classic algorithms, such as FCNs 
[75], SegNet [76], U-Net [77], and DeepLeb series [78–81], have been used in this field.

Instance segmentation task

Instance segmentation distinguishes different instances from the same category. For 
instance, semantic segmentation only predicts the pixels of multiple lesions as a cat-
egory of "lesions", but instance segmentation distinguishes each pixel from multiple 
lesions such as “lesion 1”, “lesion 2” and “lesion 3”. Instance boxing using an object 
detection algorithm and semantic segmentation on each bounding box is used to real-
ize instance segmentation. An instance segmentation task mainly detects the lesions 
and delineates their margin [82]. Mask RCNN [83], PANet [84], and CentripetalNet 
[71] are the superior algorithms for this task.

Deep learning application to disease‑related gastroscopy challenges
At this time, available DL models are not like human endoscopists, who can screen 
multiple diseases and take a biopsy for qualitative analysis at the same time during a 
gastroscopy. Most gastroscopy DL applications focus on a single disease and achieve 
a specific clinical task. Therefore, we divide stomach diseases into three categories, 
Helicobacter pylori (HP), gastric cancer (GC), and other precancerous diseases, and 
introduce the application of DL in solving specific clinical tasks related to each.
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Helicobacter pylori

Helicobacter pylori infection causes chronic atrophic gastritis and intestinal metaplasia, 
which increase the risk of gastric cancer. Approximately 90% of noncardia gastric can-
cers are related to HP infection [85–88]. The redness and swelling of the gastric mucosa 
during an endoscopy inspection can be used to diagnose an HP infection. However, it is 
time-consuming, and the accuracy of the results depends on the skill of the endoscopist. 
Recently, some articles reported a method that detects and diagnoses HP infection using 
a deep learning model. Itoh et  al. [14] first developed a convolutional neural network 
using GoogLeNet to differentiate HP-positive from HP-negative in white-light imaging 
(WLI) images and showed a sensitivity, specificity, and area under the curve (AUC) of 
86.7%, 86.7%, and 0.956, respectively. In addition, Zheng et  al. [20] developed a CNN 
model using ResNet-50 to evaluate HP infection and obtained similar results. Shichijo 
et  al. [28] constructed a convolutional neural network (GoogLeNet) to ascertain HP 
infection statuses, including HP-positive, HP-negative, and HP-eradicated. A total of 
23,699 images from 847 patients were used to validate the algorithm and showed a diag-
nostic accuracy of 80%, 84%, and 48% for negative, eradicated, and positive, respectively, 
similar to the results of experienced endoscopists [89]. Nakashima et al. [15] constructed 
a GoogLeNet-based DL model to predict the HP infection status in WLI, blue-light 
imaging (BLI), and linked colour imaging (LCI) images. The AUCs were 0.66, 0.96, and 
0.95 for WLI, BLI, and LCI, respectively. Nakashima et al. [37] developed two DL mod-
els using a 22-layer skip-connection architecture to classify the HP infection status into 
three similar categories for WLI and LCI images (as shown in Fig. 3). A validation data-
set of endoscopic videos of 120 subjects was developed to evaluate computer-aided diag-
nosis (CAD) systems. Comparisons revealed that LCl-based DL diagnoses were more 
accurate than WLI-based DL diagnoses [uninfected (84.2% vs. 75.0%), currently infected 
(82.5% vs. 77.5%) and post-eradication (79.2% vs. 74.2%)], indicating that a DL model 
with image-enhanced endoscopy is a more powerful image diagnostic tool for HP infec-
tion than conventional white-light endoscopy.

Gastric cancer

Gastric cancer is a common gastrointestinal tumour with rapid progress and high 
modality that seriously threatens human life and health [90, 91]. Gastroscopy and patho-
logical biopsy are the gold standards for gastric cancer diagnosis. However, gastroscopy 
depends on equipment and the diagnostic ability of endoscopists. Therefore, several 
deep learning models have been recently developed to assist in diagnosing various 
aspects of gastric cancer.

GC detection

Gastric cancer prognosis is related to detection time. The 5-year survival rate of 
advanced gastric cancer is less than 30%, even after surgical treatment [92]. Meanwhile, 
radical treatment under endoscopy can be used for most early gastric cancers with a 
5-year survival rate of more than 90% [93]. However, early gastric cancer usually does 
not have obvious characteristics under endoscopy; only slight local regional mucosal 
changes occur, which are difficult to detect. Hirasawa et al. [52] first developed a CNN 
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using single-shot multibox detection (SSD) to automatically detect gastric cancer in 
endoscopic images. A total of 13,584 endoscopic images were used, and the model could 
correctly detect 71 of 77 GC lesions (92.2% sensitivity) in 2296 stomach images requiring 
only 47 s. The unidentified lesions were superficially downregulated and differentiated-
type intramucosal cancers, which can be easily misdiagnosed as gastritis. Hirasawa et al. 
also applied the technology to real-time GC detection in videos [53]. The CNN correctly 
detected 64 of 68 EGC lesions (94.1% sensitivity) from 68 endoscopic submucosal dis-
section (ESD) procedures for EGC in 62 patients. The median time for lesion detection 
after the first appearance on the screen was 1 s. A sample image for the early detection 
of gastric cancer using their CNN system is shown in Fig. 4. Moreover, they compared 
the detection ability between the CNN and endoscopists [55]. An independent test set of 
2940 images from 140 cases was used for validation. The CNN system showed a signifi-
cantly higher sensitivity than the 67 endoscopists (58.4% vs. 31.9%) at a faster detection 
speed (45.5  s vs. 173.0  min). Sakai et  al. [16] proposed a GoogLeNet-based model to 
detect EGC under WLI. The accuracy, sensitivity, and specificity were 87.6%, 80.0%, and 
94.8%, respectively. Luo et al. developed another DL system named GRAIDS using Dee-
pLabv3 +  + by [72] to detect upper gastrointestinal (GI) cancer. This multicentre, case–
control study was performed in six hospitals of different tiers in China. The model was 
trained and tested on 1,036,496 endoscopic images from 84,424 individuals, which is the 
largest dataset in this research area to date. GRAIDS showed a sensitivity comparable to 

Fig. 3 Diagnosis with a CAD system for the endoscopic video of a post-eradication subject. The 
computer-aided diagnosis system for white-light imaging (WLI-CAD, upper side) returned a prediction value 
of 0.492 for a post-eradication status, which turned out to be an incorrect prediction. However, linked colour 
imaging (LCI-CAD, lower side) returned a prediction value of 0.985 for a post-eradication status, which turned 
out to be the correct prediction. The lower heatmap demonstrates that hot spots were drawn against the 
contrast between a pale reddish tone and a whitish tone of the gastric mucosa in the captured LCI image. 
(Reproduced with permission from Ref. [37]. Copyright 2020 Springer Nature Publishing)
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that of expert endoscopists (0.942 vs. 0.945) and was superior to competent (0.858) and 
trainee (0.722) endoscopists. Wu et al. [18] built a deep convolutional neural network 
(DCNN) to detect EGC in real-time unprocessed EGD videos and designed a man–
machine competition. The DCNN detected EGC with an accuracy of 92.5%, a sensitivity 
of 94.0%, a specificity of 91.0%, a positive predictive value (PPV) of 91.3%, and a negative 
predictive value (NPV) of 93.8%, greater than that of endoscopists at all levels. Wang 
et al. constructed a cloud-based image analysis service to enhance GC screening [17]. 
Their study is unique due to its deployment method and result integration of all trained 
CNNs (AlexNet, GoogLeNet, and VGGNet) to obtain the final prediction. The sensitiv-
ity of the proposed approach (79.6%) was significantly greater than that of other single-
CNN models (61.5% for AlexNet, 68.8% for GoogLeNet, and 69.7% for VGGNet). Yoon 
et al. [19] developed a VGG-16-based DL system to detect EGC. The model showed a 
sensitivity of 91.0% and an AUC of 0.981. Shibata et al. [82] developed a Mask R-CNN-
based detection method for EGC. They collected 1208 healthy and 533 cancer images to 
perform fivefold cross-validation. The results showed 96% sensitivity with only 0.10 false 
positives per image, which is acceptable for endoscopists in clinical practice if the per-
formance is not significantly influenced after being applied to video images.

GC diagnosis

Unlike GC detection, which emphasizes sensitivity to reduce the rate of missing lesions, 
in GC diagnosis, a DL model distinguishes benign lesions from GC, emphasizing accu-
racy, reducing unnecessary biopsies, and minimizing costs. Cho et al. [26] established 
CNN models using Inception-Resnet-v2 to automatically classify gastric neoplasms 
under WLI into five categories [advanced gastric cancer (AGC), early gastric cancer 
(EGC), high-grade dysplasia (HGD), low-grade dysplasia (LGD), and nonneoplasm]. 
The CNN model showed lower performance in the prospective validation using 200 

Fig. 4 Sample images for the early detection of gastric cancer using a convolutional neural network (CNN) 
system. Real‐time detection using the CNN system is displayed on the left‐hand‐side screen (video image). 
(Reproduced with permission from Ref. [53]. Copyright 2018 John Wiley and Sons Publishing)
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images from 200 patients compared with the best endoscopists (five-category accuracy 
76.4% vs. 87.6%; cancer 76.0% vs. 97.5%; neoplasm 73.5% vs. 96.5%) but was comparable 
to that of the worst endoscopist (cancer accuracy 76.0% vs. 82.0%), indicating potential 
clinical application in classifying gastric cancer or neoplasm. Lee et al. [27] constructed 
three CNNs using ResNet-50, VGG-16, and Inception-v4 to differentiate GC from gas-
tric ulcers. ResNet-50 had the highest performance with 77.1% accuracy. Zhang et  al. 
[39] developed a CNN system using ResNet34 and DeepLabv3 to assist the diagnosis of 
GC and other gastric lesions. The model was trained on 21,217 images, including five 
gastric conditions [peptic ulcer (PU), early gastric cancer (EGC), high-grade intraepi-
thelial neoplasia (HGIN), advanced gastric cancer (AGC), submucosal tumours (SMTs)] 
and normal gastric mucosa. In addition, 1091 other images were used to evaluate the 
model. The diagnostic accuracy, specificity, and PPV of the CNN were higher than those 
of endoscopists with over 8 years of experience (accuracy: 78.7% vs. 74.2%; specificity: 
91.2% vs. 86.7%; PPV: 55.4% vs. 41.7%). While GC diagnosis cannot achieve high accu-
racy under WLI, imaging enhancement endoscopy, such as ME-NBI, which can provide 
more structural information on mucosa and capillaries, is more accurate for distin-
guishing GC from other benign lesions, endoscopists require substantial effort to learn 
the skill since its efficiency relies on endoscopist experience. Therefore, a DL model in 
this field is extensively researched. Hu et al. [33] developed a VGG-19-based DL model 
(accuracy, 77.0%) to classify EGC and noncancerous lesions. Li et al. [34] also developed 
a CNN system using Inception-v3 to differentiate EGC from noncancerous lesions using 
ME-NBI images (accuracy, 90.91%; sensitivity, 91.18%; and specificity, 90.64%). Liu et al. 
[36] developed a ResNet-50-based CNN to classify ME-NBI endoscopic images into 
chronic gastritis (CGT), low-grade neoplasia (LGN), and EGC (accuracy, 0.96). Exam-
ples of the original ME-NBI image and the feature extraction procedure for its classifi-
cation are provided in Fig. 5. In addition, Ueyama et al. [38] constructed a CNN using 
ResNet-50 to differentiate EGC from noncancerous mucosa and lesions. A total of 
2300 ME-NBI images were used, and the model illustrated an extremely excellent per-
formance. The overall accuracy, sensitivity, specificity, PPV and NPV were 98.7%, 98%, 
100%, 100% and 96.8%, respectively. The total time for analysing the test dataset was 
only 60 s. Horiuchi et al. [31] reported a GoogLeNet-based CNN system to distinguish 
EGC from gastritis. A total of 1492 EGC and 1078 gastritis ME-NBI images were used 
for training, and 151 EGC and 107 gastritis images were used to evaluate the diagnostic 
ability. The accuracy of the model reached 85.3%, and the overall test speed was 0.02 s/
image. Horiuchi et al. also conducted a video-based evaluation to compare the perfor-
mance between expert endoscopists and the CNN model [32]. The study included 174 
ME-NBI videos (87 cancerous and 87 noncancerous) and 11 experts. The CNN model 
achieved an accuracy of 85.1%, which was significantly higher than that of two experts, 
less than that of one expert, and not significantly different from that of the remaining 
eight experts.

GC type classification

Identifying the type of GC, such as the differentiation status, accurately is critical for 
determining the surgical strategy and treatment plan. GC with different differentiation 
statuses shows an obvious difference in images under narrow-band imaging (Fig.  6). 
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Therefore, it can be classified using a deep learning method. Ling et al. [35] developed 
a real-time system using VGG-16 to accurately identify the EGC differentiation sta-
tus from ME-NBI endoscopy. A total of 2217 images from 145 EGC patients and 1870 
images from 139 EGC patients were retrospectively collected to train and test the CNN. 
The performance of the CNN was then compared with that of experts using 882 images 

Fig. 5 Example of an original ME-NBI image and the feature extraction procedure for its classification. The 
original ME-NBI image is classified into three types: CGT, LGN, and EGC. (Reproduced with permission from 
Ref. [36]. Copyright 2020 Elsevier Publishing)

Fig. 6 Examples of images with different differentiation statuses. A Cancerous image (differentiated type). 
B Cancerous image (undifferentiated type). C Noncancerous image. (Reproduced with permission from Ref. 
[32]. Copyright 2020 Elsevier Publishing)
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from 58 EGC patients. The system correctly predicted the differentiation status of EGCs 
with an accuracy of 83.3% on the test dataset and achieved superior performance com-
pared with the five experts (86.2% vs. 69.7%). Furthermore, the system was successfully 
used on real EGC videos.

Determination of GC invasion depth

GC invasion depth is essential in determining the treatment method. For GC in the 
mucosa or superficial submucosa, endoscopic submucosal dissection (ESD) can be 
used for radical GC treatment without surgery or chemotherapy because it is minimally 
invasive and requires only a short hospital stay. However, there are limitations in clini-
cal practice because endoscopists measure the exact depth based on the overall findings 
and personal experience. Yoon et al. [19] used a VGG-16 model to classify EGC endo-
scopic images as T1a (intramucosal) or T1b (submucosal). A total of 11,686 endoscopic 
images were used to perform fivefold cross-validation, and the AUC for depth predic-
tion reached 0.851. However, undifferentiated-type GC showed a lower accuracy than 
differentiated-type GC. Zhu et  al. [29] constructed a ResNet-50-based CNN to deter-
mine the invasion depth of GC in the mucosa or superficial submucosa (M/SM1) and 
deep submucosa (SM2). The model obtained an overall accuracy of 89.16%, specificity 
of 95.56%, PPV of 89.66%, and NPV of 88.97%. The accuracy and specificity were signifi-
cantly higher than those of endoscopists. Furthermore, Cho et al. [30] developed a CNN 
based on DenseNet-161 to discriminate the mucosa-confined and submucosa-invaded 
GC invasion. The model showed excellent performance. The model accurately identified 
6.7% of patients who underwent gastrectomy in an external test for potential ESD, pre-
venting unnecessary operation.

GC margin delineation

It is important to first delineate the GC margin accurately before ESD to achieve endo-
scopic curative resection in EGC patients. An et  al. [73] used a real-time fully convo-
lutional network (UNet + +) to delineate the resection margin of EGC under indigo 
carmine (IC) chromoendoscopy (CE) or white-light endoscopy (WLE). The system 
(ENDOANGEL) showed an accuracy of 85.7% on the CE images and 88.9% on the WLE 
images under an overlap ratio threshold of 0.60 relative to expert-labelled manual mark-
ers. The system was also tested on ESD videos, and ENDOANGEL predicted the regions 
covering all areas of high-grade intraepithelial neoplasia and cancers. An et  al. also 
developed a real-time system to accurately delineate EGC margins on ME-NBI endos-
copy using the same UNet +  + architecture [35]. A total of 928 images from 132 EGC 
patients and 742 images from 87 EGC patients were used to train and test the system. 
The model showed an accuracy of 82.7% in differentiated EGC and 88.1% in undifferen-
tiated EGC under an overlap ratio of 0.80. This system achieved superior performance 
compared with experts and was successfully tested on real-time EGC videos. Shibata 
et al. [82] developed a segmentation method using Mask R-CNN for EGC regions (as 
shown in Fig. 7). A total of 1208 healthy and 533 cancer images were collected, and the 
performance was evaluated via fivefold cross-validation. The average Dice index was 
71%, indicating that the proposed scheme is useful for evaluating the invasion region.
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Fig. 7 Delineation results. a–c Successful gastric cancer detection and delineation, d false positives (FP) 
in healthy subjects, and e false negatives in abnormal cases. (Reproduced with permission from Ref. [82]. 
Copyright 2020 MDPI Publishing)



Page 13 of 41Jin et al. BioMedical Engineering OnLine           (2022) 21:12  

Precancerous conditions

While most precancerous conditions in the stomach are benign and harmless, they 
can develop into gastric cancer if not diagnosed and treated early. Zhang et al. [54] 
developed an SSD-based CNN named SSD-GPNet to detect gastric polyps. The 
network could realize real-time polyp detection with 50 fps and improve the mean 
average precision (mAP) to 90.4%. Some examples of the results are shown in Fig. 8. 
Further experiments showed that their network has an excellent performance in 
improving polyp detection by over 10%, especially for small polyps. Yan et  al. [22] 
constructed a CNN (EfficientNetB4) using NBI and ME-NBI images to diagnose gas-
tric intestinal metaplasia (GIM). A separate dataset of 477 images (242 GIM and 235 
non-GIM) was used as the test set. The performance of the system was not signifi-
cantly different from that of human experts (sensitivity 91.9% vs. 86.5%; specificity 
86.0% vs. 81.4%; accuracy 88.8% vs. 83.8%). Figure 9 displays the classification deci-
sion procedure of a CNN using the Grad-CAM [94] method. Zhang et al. [21] con-
structed a CNN named CAG-Net using DenseNet121 to improve the diagnostic rate 
of chronic atrophic gastritis. Fivefold cross-validation was used to train and verify 
the model (3042 atrophic gastritis images and 2428 normal images). The diagnos-
tic accuracy, sensitivity, and specificity of the model were 0.942, 0.945, and 0.940, 
respectively. The detection rates of mild, moderate, and severe atrophic gastritis 

Fig. 8 Some examples of detection results using a conventional SSD and SSD-GPNet. The first column 
shows the "ground truth" as labelled by experienced doctors. The second column shows the SSD detection 
results. The last column shows the SSD-GPNet detection results (Reproduced with permission from Ref. [54]. 
Copyright 2019 Zhang et al.)
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were 93%, 95%, and 99%, respectively. Figure 10 shows interpretable thermodynamic 
maps of the CAG automatic diagnosis procedure.

Deep learning application to nondisease‑related gastroscopy challenges
The DL technologies discussed in Chapter III can reach or even exceed experienced 
endoscopists in many disease-related clinical tasks. However, if a lesion has never 
entered the viewshed of the gastroscope due to incomplete inspection or the poor 
quality of video frames during gastroscopy, these systems do not work at all. There-
fore, some deep learning technologies not directly related to gastric diseases have 
also been applied to improve the quality of gastroscopy.

Fig. 9 Attention maps generated using the Grad-CAM method. The yellow wireframe areas are the lesion 
regions of GIM annotated by an experienced endoscopist. The attention map is a heatmap laid over 
the original image, where a warmer colour indicates a higher contribution to the classification decision. 
(Reproduced with permission from Ref. [22]. Copyright 2020 Elsevier Publishing)
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Informatic frame screening

The video stream in clinical endoscopy can output 30 or 60 image frames per second, 
including many useless frames with no information. A deep learning model cannot 
analyse useless frames because of poor image quality or inappropriate imaging modali-
ties. The useless frames show uncredible results, mislead endoscopists, waste consider-
able computing power, and decrease the real-time performance of the system. Wu et al. 
[12] developed a DCNN using VGG-16 to identify informatic frames. A total of 12,220 
in vitro, 25,222 in vivo, and 16,760 unqualified EGD images from over 3000 patients were 
used for training the network to identify whether a frame was outside the body with 
high quality for the next-step analysis. A total of 3000 images (1000 per category) were 
randomly selected to test the model (accuracy, 97.55%). In addition, Zhang et  al. [13] 
constructed a model of seven convolutional layers, one max-pooling layer, and one fully 
connected layer to classify video frames into three categories (NBI, informative and non-
informative images). The workflow and example results of their proposed method are 
illustrated in Fig. 11. A total of 34,145 images were used for training, and 6000 images 
were used for testing (accuracy, 98.77%). Therefore, DL models can screen informatic 
frames as a preprocessing procedure. Then, other critical and computationally intensive 
models can perform only on the informatic frames, reducing the false-positive rate and 
leading to better real-time performance.

Anatomical classification

While an endoscopist can capture all gastric cancer that appears under endoscopy, 
some lesions can be missed due to the wide, curved stomach lumen. Although guide-
lines for mapping the entire stomach exist, they are often not well followed. Therefore, 
it is important to develop a practicable and reliable algorithm to guide endoscopists to 

Fig. 10 Interpretable thermodynamic maps for the automatic diagnosis of chronic atrophic gastritis. 
a Original images. The red boxes are the areas of focus labelled by a doctor. b Heatmaps generated 
with class activation mapping. The orange–red regions of the heatmaps are consistent with the 
atrophic mucosa labelled by the doctors according to pathological results (Adapted with permission from 
Ref. [21] Copyright 2020 Elsevier Publishing)
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examine the stomach comprehensively. Takiyama et  al. [23] constructed a CNN using 
GoogLeNet to classify the anatomical location of EGD images into the pharynx, oesoph-
agus, upper stomach, middle stomach, lower stomach, and duodenum. An independent 
validation set of 17,081 EGD images was used to evaluate the model. The model showed 
an AUC of 1.00 for laryngeal and oesophageal images and 0.99 for stomach and duode-
nal images. Wu et al. [18] built a system (WISENSE, currently ENDOANGEL) to clas-
sify the anatomical locations of EGD images into 10 and 26 parts. The DCNN showed 
accuracies of 90% and 65.9% on real-time EGD videos with the two location classifica-
tion tasks, respectively, comparable to the performance of experts (63.8%). Wu et al. also 
evaluated the system in a randomized controlled trial to ascertain whether the system 
can reduce the blind spot rate [12]. The blind spot rate was significantly lower on the 
WISENSE group than on the control group (5.86% vs. 22.46%). Additionally, a clini-
cal trial was conducted to compare the performance of unsedated ultrathin transoral 
endoscopy (U-TOE), unsedated conventional oesophagogastroduodenoscopy (C-EGD), 
and sedated conventional oesophagogastroduodenoscopy (C-EGD) with or without 
the system. The blind spot rate was lowest on the sedated C-EGD, and the DL system 
reduced this rate to 3.42% [24]. It is more difficult to provide an accurate label using 
a single frame due to the refined division of anatomical locations and the variations in 
EGD performances among different individuals in practice. Therefore, using informa-
tion from more adjacent frames is practicable. However, a CNN can only analyse frames 
independently. Li et al. [2] combined a DCNN (Inception-v3) and LSTM to develop a 
system (IDEA) to monitor blind spots during real-time EGD. A total of 170,297 images 
and 5779 endoscopic videos were used. The model could divide the EGD examination 
into 31 sites from the hypopharynx to the duodenum. Representative images identi-
fied by IDEA are shown in Fig.  12. In addition, an independent dataset of 3100 EGD 
images and 129 videos was used to evaluate its performance. The system showed a sen-
sitivity, specificity, and accuracy of 97.18%, 99.91%, and 99.83%, respectively, for images 
and 96.29%, 93.32%, and 95.30%, respectively, for videos. Furthermore, IDEA using an 
NVIDIA GTX1080TI, a widely used affordable GPU, could process one image in 80 ms, 
thus meeting the real-time requirement. Zhang et al. [13] designed a CNN using SSD 
to detect 10 anatomical structures of the upper digestive tract in real time. The method 

Fig. 11 Upper gastrointestinal anatomy detection with multitask convolutional neural networks. a Workflow 
of the proposed method. b Examples of MT-AD detection results (Adapted with permission from Ref. [13] 
Copyright 2019 John Wiley and Sons Publishing)
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showed a precision of 93.74%. The abovementioned studies are WLI-based. However, 
some image enhancement techniques, such as NBI, are commonly used in clinical prac-
tice. Igarashi et al. [25] developed an algorithm using AlexNet to classify EGD images 
into 14 precise anatomical categories under different image-capture conditions. The 
model showed an accuracy of 0.965 on the validation datasets with 36,072 images.

Artefact detection

Several artefacts, including motion blur, defocus, specularity reflection, over- and under-
exposure of image regions, and the presence of bubbles, fluids and artificial devices, cor-
rupt over 60% of an endoscopy video frame, thus influencing the visual interpretation of 
the mucosal surface and significantly impeding the detection and quantitative analysis of 
lesions [95]. Therefore, it is important to identify and localize artefacts to restore video 
frame quality before developing other computer-assisted diagnosis algorithms. Figure 13 
shows the results of three SOTA detection baselines on this challenge. Ali et al. [7] pro-
posed a framework using deep learning to detect and classify six different primary arte-
facts and restore mildly corrupted frames. The method showed the highest mAP of 49.0 
and the lowest computational time of 88 ms. The restoration model preserved an aver-
age of 68.7%, which is 25% more frames than that retained from the raw videos on 10 
test videos. Ali et al. also held a computer vision challenge named Endoscopy Artefact 

Fig. 12 EGD images classified into 31 sites and representative images identified by IDEA. The images 
show 31 sites determined by IDEA and the prediction confidence. Class 0, hypopharynx; 1, oesophagus; 
2, gastroesophageal junction; 3, gastric cardia P in the antegrade view; 4–7, lower body (A, G, P, L); 8–11, 
middle-upper body in the antegrade view (A, G, P, L); 12–15 gastric cardia in the retroflex view (A, G, P, L); 
16–18, middle-upper body in retroflex view (A, P, L); 19–21, angularis (A, P, L); 22–26, antrum (whole, A, G, P, 
L); 27, pylorus; 28–29, duodenal bulb (A, P); 30, duodenal descending. A, anterior wall; G, greater curvature; 
P, posterior wall; L, lesser curvature. (Reproduced with permission from Ref. [2]. Copyright 2021 Elsevier 
Publishing)
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Detection (EAD 2019 [96] and EAD 2020 [97]) and presented a comprehensive analysis 
of the submissions to EAD2019 [95] and EAD2020 [98].

Depth estimation and 3D reconstruction of the stomach

Conventional gastroscopy without 3D vision and proper depth perception significantly 
limits diagnostic examinations and therapy delivery. 3D surface reconstruction technol-
ogy helps doctors better enhance scene perception on an augmented reality (AR) sys-
tem, preventing surgical risks caused by low visibility and inexperience. In addition, 3D 
structural information can significantly improve diagnostic and surgical performance. 
Figures 14 and 15 explain the procedure of depth estimation and 3D reconstruction.

Fig. 13 Artefact detection results on video sequence data with three object detection baselines. Bounding 
boxes for two different video sequences (each frame taken approximately after 10 frames). (Reproduced with 
permission from Ref. [7]. Copyright 2021 Elsevier Publishing)

Fig. 14 Depth estimation results for endoscopy data of the stomach. The model performed prediction on 
the Kvasir dataset for the stomach. Since there is no ground truth depth information available for this dataset, 
depth estimations are only provided with their corresponding raw images. (Reproduced with permission 
from Ref. [101]. Copyright 2021 Elsevier Publishing)
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Recently, Widya et al. [6, 99, 100] used a chromoendoscopy video that spread indigo 
carmine (IC) dye on the stomach surface to reconstruct the entire 3D shape of the stom-
ach with mucosal surface details via the structure from motion (SFM) method. The 
red channel data showed complete and comprehensive results. A network for image-
to-image style translation from the no-IC image and the IC-sprayed image was trained 
using a generative adversarial network (GAN) to improve the previous work. Therefore, 
complete stomach 3D reconstruction can be performed without IC dying. Ozyoruk et al. 
[74] proposed an unsupervised monocular depth and pose estimation method that com-
bines residual networks with spatial attention modules to focus on different and highly 
textured tissue regions. Moreover, a comprehensive endoscopic simultaneous localiza-
tion and mapping (SLAM) dataset consisting of 3D point cloud data from ex vivo por-
cine gastrointestinal (GI) tract organs was built.

Discussion
In recent years, increasing numbers of DL algorithms have been developed and success-
fully applied to natural image processing due to deep learning theory and the continu-
ous improvement in hardware performance. Deep learning use in gastroscopy-assisted 
diagnosis is a new research hotspot. This review included 40 related papers. There is an 
increasing yearly trend based on the number of papers published. The articles included 
29 applications related to diseases (see Table  1, mainly gastric cancer and Helicobac-
ter pylori infection) and 10 not related to diseases (see Table 2, mainly monitoring the 
anatomical structure of the stomach to reduce blind spots). One paper also reported a 
system combining disease-related and nondisease-related applications to automatically 
detect EGC without blind spots. Figure  16 summarizes the publications cited in this 
review.

To date, some systems using DL in gastroscopy have worked under real-time video 
conditions and achieved technical indicators comparable to expert endoscopists in both 
disease-related and nondisease-related applications. However, some key issues should 
be addressed before clinical use. First, most studies used retrospective datasets based 
on high-quality static images. When these models are used in real-time video analysis, 
performance tends to be poor due to the relatively poor quality of the video frames. 

Fig. 15 3D reconstruction results of the input frames from endoscopy data of the stomach. a Original frames 
from endoscopy data of the stomach. b Result of 3D reconstruction using these input frames. (Adapted with 
permission from Ref. [101]. Copyright 2021 Elsevier Publishing)
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Therefore, more prospective studies using video images are needed. Additionally, the 
current research used a small dataset due to the privacy of patients and the high cost of 
labelling the images, and unignorable selection bias existed. Although the performance 
in each study was high, the algorithms cannot be compared because there was no uni-
fied benchmark using the same dataset, such as ImageNet and MS COCO for natural 
image analysis. Large-scale open-access databases, such as the SUN database for a colo-
noscopy, should be used [103]. Furthermore, the clinical value can only be known by 
deploying the system in hospitals, which requires the approval of relevant regulatory 
authorities. Although some regulatory-approved DL systems are available for colonos-
copy [104–107], there is no such system for gastroscopy. Therefore, regulatory consid-
erations for deep learning technologies in gastroscopy should be given more attention by 
major regulatory authorities [Food and Drug Administration (FDA, US); Pharmaceuti-
cals and Medical Devices Agency (PMDA, Japan); National Medical Products Adminis-
tration (NMPA, China); European Conformity (CE, Europe)] [108].

Future perspective for disease‑related DL application to gastroscopy

It is necessary to develop a system that can detect key diseases in the stomach at the 
same time to make the system comprehensive in a pathological sense. The systems in 
this research are only sensitive to one disease, such as GC or HP, and are exclusive. This 
is not effective in clinical practice and can easily hinder an endoscopist’s examination. 
For instance, an HP detection system is not sensitive to GC lesions. The system could 

Fig. 16 The statistical analysis of publications cited in this review. a The proportion of application types of 
deep learning to gastroscopy; b the percentage of each gastric disease in the disease-related application of 
deep learning; c the percentage of each nondisease-related application of deep learning; d the number of 
publications in this field each year
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not give a reminder to the endoscopist when a GC lesion appeared on the screen, thus 
leading to missing data.

Furthermore, the system should achieve higher performance on some disease sub-
types that endoscopists easily miss, such as lesions with a specific pathological status, a 
specific location, or a specific size; otherwise, if high technical metrics are achieved only 
on some lesions that are rarely ignored by physicians, then the system will have no great 
clinical significance.

In addition, there is a 2- to 3-year gap for deep learning technology application in gas-
troscopy compared to most cutting-edge research. Most state-of-the-art algorithms in 
deep learning have not been applied to screen diseases under gastroscopy. For instance, 
a 3D object detection algorithm can significantly improve the detection performance of 
flat lesions compared with a 2D object detection algorithm because it provides in-depth 
information. Some algorithms sensitive to small objects with only a few image pixels 
[109], camouflaged objects that are difficult to distinguish from a background [110], and 
few-shot or even zero-shot objects rarely appearing in small datasets [111] have been 
developed and applied to natural images and are important in gastroscopic lesion detec-
tion. However, it has not been applied in gastroscopic image analysis. In this research 
field, researchers often directly use algorithms that have achieved good results on nat-
ural images and perform transfer learning to obtain their models without making any 
changes to the network structure based on prior knowledge to make it more suitable 
for endoscopy image analysis. However, there are significant differences between endo-
scopic images and natural images in colour or texture. Therefore, doctors need to coop-
erate with DL algorithm engineers.

Future perspective for nondisease‑related DL application to gastroscopy

Deep learning for nondisease-related applications enables disease-related applications to 
achieve better performance.

First, a nondisease-related DL model should make a disease-related model effectively 
detect and diagnose lesions to suit the real-time requirement. Therefore, more light-
weight models with fewer parameters and inference calculations should be adopted. 
In addition, it will screen the frames with no information (motion blur, defocus.) and 
those with unsuitable imaging modalities (WLI, NBI, ME.). A relatively time-consum-
ing disease-related model should only analyse the informatic frames after screening. In 
addition, the most appropriate endoscopy imaging modality based on the task settings 
should be clarified.

For the gastroscopy coverage rate, a nondisease-related DL model should enable a dis-
ease-related model to comprehensively inspect the stomach, covering the entire mucosal 
surface of the stomach without visual obstruction. Combining deep neural networks 
such as CNNs, RNNs and GANs should be explored. Currently, researchers perform 
anatomical classification of video frames to ensure gastroscopy comprehensiveness. 
However, the performance of this method decreases with detailed anatomical classifica-
tion (classification of the stomach from 10 to 26 regions). Combining a CNN and RNN, 
which is more powerful in serialized video data processing, significantly increases the 
performance of the DL model up to 31 regions for the classification task.
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Furthermore, some significant additional functions for gastroscopy can be real-
ized using DL technology to solve clinical limitations. For instance, a monocular visual 
odometer with deep learning can be used to accurately measure lesion size, which is 
important for the diagnosis, treatment, and prognosis of a lesion. However, endoscopists 
currently estimate lesion size by comparing it with a reference object such as biopsy for-
ceps, which has unignorable errors. In some nonmedical fields, such as automatic driv-
ing, visual measurement technology based on deep learning is a hot research direction. 
In the field of endoscopy, the newest research [112] showed clear boundaries in esti-
mated depth by resampling pixels around occlusion boundaries. One obstacle was that 
the texture of tissue is patient-specific when first used for depth reconstruction of colo-
noscopy [113]. While monocular methods are most effective without other attachments, 
the images obtained are the same for the motion of the monocular camera, zooming 
trail, and scene in the same multiple (since the epipolar constraint is equal to 0 [131]). 
Therefore, the object scale cannot be obtained via monocular-based methods. Solving 
the problem of the lack of measurement scale of a monocular endoscope will become an 
important challenge.

Promising techniques and approaches of DL for gastroscopy

Currently, several cutting-edge DL technologies have attracted widespread attention in 
the field of natural image processing. They have been proven to bring great improve-
ments in medical image processing, such as MRIs, CTs, and X-rays, but have never been 
applied to gastroscopic image processing.

In terms of network architecture, a transformer based on an attention mechanism can 
extract more global features of an image than a CNN. Representative approaches such as 
ViT [114], DETR [115], SETR [116], and Swin-T [117] have obtained better results than a 
CNN for the classification, detection, and segmentation of natural images. In the field of 
medical image processing, some recent research, such as MedT [118], Swin-UNet [119], 
and SpecTr [120], have achieved SOTA performance on brain ultrasound image segmen-
tation, gland microscope image segmentation, and multiorgan CT image segmentation.

In addition, network architecture search (NAS) is another direction of network archi-
tecture development. There is a large difference in semantics between medical images 
and natural images. Therefore, a network structure that achieves good results on natural 
images is not necessarily suitable for medical images. Redesigning a network structure 
for medical images requires a wealth of expertise. A NAS algorithm can reduce the need 
for prior knowledge and automatically search for an optimal network structure. Some 
well-known works in the NAS field, such as the DARTS series [121–123] and Proxyless-
NAS [124], have achieved surprising performance in natural image analysis. Recently, 
some studies on medical image processing have introduced NAS. For example, NAS-
UNet [125], AutoDeepLab [126], MS-NAS [127], and BiX-NAS [128] have achieved 
SOTA performance on medical image segmentation.

For the training paradigm, self-supervised learning is a promising technology. 
Due to the complexity of medical images, doctors with professional knowledge are 
required to annotate images. This results in the scale of labelled medical image data-
sets always being small. In contrast, unlabelled raw medical images are relatively easy 
to obtain. To solve this problem, self-supervised learning methods such as the MoCo 
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series [129–131], SimCLR series [132, 133], and BYOL [134] are considered, which 
can be trained using unlabelled data and have achieved comparable performance 
to supervised learning methods on natural image datasets. Studies based on these 
approaches, such as MoCo-CXR [135] and MedAug [136], have recently been applied 
to detect abnormalities in chest X-ray images.

Regarding the optimization procedure, currently applied optimizers usually utilize 
the gradient descent of the loss function to find an optimal solution. However, these 
optimization technologies are susceptible to the local optimal trap. Recently, some 
meta-heuristic algorithms, such as the Aquila Optimizer (AO) [137], Reptile Search 
Algorithm (RSA) [138] and Arithmetic Optimization Algorithm (AOA) [139], have 
been employed to solve a variety of complicated optimization problems. These opti-
mization algorithms are able to perform a global search in the available search space 
of a problem to ensure that the final solution is close to the global optimum, which 
demonstrates the potential to improve the optimization process of developing DL 
models for gastroscopy.

Conclusion
Based on the findings mentioned above, we suggest that a DL-based assisted system for 
real-time gastroscopy to provide on-site support should be developed in a manner com-
bining deep learning applications in disease-related and nondisease-related situations. 
Four development trends of deep learning in gastroscopy can be observed from the lit-
erature cited in this review: (1) real-time performance is improved; (2) coverage com-
prehensiveness (in both a spatial sense and pathological sense) is achieved; (3) detection 
sensitivity is enhanced; and (4) diagnosis accuracy is increased. However, there is still a 
gap before these systems can be applied to clinical practice. In the future, it is important 
to test the complete system using clinical indicators after validating a single function 
at the algorithm level using technical metrics such as sensitivity, specificity, PPV, and 
NPV, which are easily affected by the distribution of the test dataset. Another potential 
research direction is to conduct multicentre randomized controlled trials to test whether 
the system can improve the performance of endoscopists in an actual clinical environ-
ment, reduce the blind spot rate, increase the detection rate, and reduce the incidence of 
fatal, high-burden, and poor prognosis diseases such as advanced cancers. Furthermore, 
the exploration of more cutting-edge DL algorithms and their potential applications that 
are beneficial to gastroscopy can be future work for the research community. In conclu-
sion, deep learning has the potential to improve the efficiency and quality of gastroscopy 
soon. However, endoscopists should first understand what DL can do and how to use it.
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